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ABSTRACT 

Sarcasm is a form of communication where the individual states the opposite of 
what is implied. Therefore, detecting a sarcastic tone is somewhat complicated 
due to its ambiguous nature. On the other hand, identification of sarcasm is 
vital to various natural language processing tasks such as sentiment analysis 
and text summarisation. However, research on sarcasm detection in Persian 
is very limited. This paper investigated the sarcasm detection technique on 
Persian tweets by combining deep learning-based and machine learning-based 
approaches. Four sets of features that cover different types of sarcasm were 
proposed, namely deep polarity, sentiment, part of speech, and punctuation 
features. These features were utilised to classify the tweets as sarcastic and non-
sarcastic. In this study, the deep polarity feature was proposed by conducting 
a sentiment analysis using deep neural network architecture. In addition, to 
extract the sentiment feature, a Persian sentiment dictionary was developed, 
which consisted of four sentiment categories. The study also used a new 
Persian proverb dictionary in the preparation step to enhance the accuracy of 
the proposed model. The performance of the model is analysed using several 
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standard machine learning algorithms. The results of the experiment showed 
that the method outperformed the baseline method and reached an accuracy of 
80.82%. The study also examined the importance of each proposed feature set 
and evaluated its added value to the classification.

Keywords: Sarcasm detection, natural language processing, machine learning, 
sentiment analysis, classification.

INTRODUCTION

Twitter has become one of the biggest destinations for people to put forward 
their opinions. There is a great opportunity for companies and organisations to 
notice users’ ideas (Rajadesingan, Zafarani, & Liu, 2015). Sentiment analysis 
has emerged as a field of study in identifying opinionative data in the Web and 
classifying them according to their polarity. Sentiment analysis can present 
reasonable opportunities for marketers to generate market intelligence on 
consumer attitudes and help organisations to fulfil their purposes (Al-Otaibi 
et al., 2018). Nevertheless, there are some problems with using sentiment 
analysis tools. One of these problems is the existence of sarcasm in the user’s 
view, which can lead to misclassification of sentiment analysis (Maynard & 
Greenwood, 2014). In fact, sarcasm is one of the considerable challenges 
in sentiment analysis. It is an indirect way of telling a message and can be 
conveyed through different ways such as direct conversation, speech, text, etc. 
(Seyed Sadeqi & Ehsanjou, 2018). In direct conversation, facial expression 
and body gesture help to recognise sarcasm. In speech, sarcasm can be derived 
from changes in tone. In text, it is too difficult to identify sarcasm; however, 
there are some methods that help to reveal it.

Cambridge Dictionary describes sarcasm as “the use of remarks that mean 
the opposite of what they say made to hurt some one’s feeling or to criticise 
something humorously!” Consider the following tweet, “Yay! It’s a holiday 
weekend, and I’m on call for work! Couldn’t be luckier!” Although this tweet 
includes the words “yay” and “lucky” with positive sentiments, the expression 
has a negative sentiment (Liu et al., 2014). This shows that detecting the 
sentiment of a tweet seems complicated when the tweet is sarcastic. Sarcasm 
may create problems for not only sentiment analysis approaches but also many 
other natural language processing (NLP) tasks such as review summarisation 
systems. Consider the following tweet, “I’m very pleased to waste my four 
hours on such a pathetic movie!”. Although this tweet has the word “pleased” 
with a positive sentiment, the whole emotion of the tweet is negative. 
Accordingly, if a movie review summarisation system does not employ a 



3

Journal of ICT, 20, No. 1 (January) 2021, pp: 1-20

sarcasm detection model, it may recognise this tweet as a positive review 
(Maynard & Greenwood, 2014). It is demonstrated that the state-of-the-art 
approaches of sentiment analysis can be highly enhanced when there is an 
ability to detect sarcastic statements (Hazarika et al., 2018). To compound the 
problem, in Persian, people tend to use sarcasm in their daily conversations 
for criticizing and censoring especially in political topics (Hokmi, 2017).To 
the best of the researchers’ knowledge, there is no work on sarcasm detection 
in Persian. Therefore, they aim to present a model that performs the task of 
sarcasm detection in Persian. The proposed approach considers different types 
of sarcasm and it is evaluated on the first sarcastic Persian dataset.

The rest of the article is structured as follows. The next section describes 
related works. It is followed by the architecture of the proposed model. The 
results are shown in the fourth section, while the fifth section concludes this 
work and proposes possible directions for future works.

RELATED WORKS

Currently, despite several studies that have been conducted to detect sarcasm 
in English, there is no attempt to address this problem in Persian. However, 
there are several research related to the recognition of sarcasm in different 
languages and this subject has gained rapid attention. Twitter sarcasm 
detection techniques can be classified into five categories, namely pattern-
based approach, context-based approach, deep learning-based approach, 
machine learning-based approach, and lexicon-based approach (Bharti et al., 
2017).

Pattern-based approach: Bouazizi and Otsuki (2016) used a pattern-based 
approach to detect sarcasm on Twitter. They utilised three patterns for sarcasm 
in tweets: (1) sarcasm as Wit, which is used by capital letter words, punctuation 
marks, or sarcasm-related emoticons to show the sense of humour; (2) sarcasm 
as Evasion, which is used when a person wants to avoid giving a clear answer; 
and (3) sarcasm as Whimper, in which the anger of a person is shown. Then, 
four sets of features were extracted as sentiment-related features, punctuation-
related features, syntactic and semantic features, and pattern features. They 
reached an accuracy of 83.1%. 

Context-based approach: Schifanella et al. (2016) built a complex 
classification model that worked over an entire tweet sequence rather than 
one tweet at a time. They deployed features based on the integration between 
linguistic and contextual features.
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Deep learning-based approach: Some studies proposed automated sarcasm 
detection using deep neural network architecture. Son et al. (2019) put forward 
a hybrid deep learning model based on soft Attention-Based Bidirectional 
Long Short-Term Memory (sAtt-BLSTM) and convolutional neural network 
(ConvNet). They applied Global Vector (GloVe) for word representation. 
Additionally, they used feature maps generated by sAtt-BLSTM as well as 
punctuation-based features. Felbo et al. (2017) proposed a deep Moji model 
based on the occurrence of emoji. They used Long Short-Term Memory 
(LSTM) as well as attention mechanisms and gained acceptable results. 
Ghosh and Veale (2016) built a model combing a Recurrent Neural Network 
(RNN) with a ConvNet. Their model represented better results as compared to 
recursive support vector machine (SVM).

Machine learning-based approach: Many studies have been conducted to 
detect sarcasm based on machine learning approach. Rajadesingan et al. (2015) 
proposed a model to detect sarcasm by behavioural features using users’ past 
tweets. They employed theories from behavioural and psychological studies to 
construct their features. They used Naïve Bayes and SVM classifiers. Blamey 
et al. (2012) suggested a new feature to capture properties of a figurative 
language like emotional scenario and unexpectedness with ambiguity and 
polarity. Suhaimin et al. (2019) presented a framework to support sentiment 
analysis by using sarcasm detection and classification. The framework 
comprised six modules: pre-processing, feature extraction, feature selection, 
initial sentiment classification, sarcasm detection and classification, and actual 
sentiment classification. The framework was evaluated using a nonlinear 
SVM and Malay social media data. The best average F-measure score of 
90.5% was recorded using their framework. Suhaimin et al. (2017) proposed a 
feature extraction process to detect sarcasm using Malay social media data as 
bilingual texts. They considered four categories of features using NLP, namely 
lexical, pragmatic, prosodic, and syntactic. They investigated the use of the 
idiosyncratic feature to capture peculiar and odd comments found in the texts. 
A nonlinear SVM was utilised for classification. Their results demonstrated that 
the combination of syntactic, pragmatic, and prosodic features produced the 
best performance with a F-measure score of 85.2%. Lunando and Purwarianti 
(2013) presented an Indonesian sarcasm detection model by using unigram, 
number of interjections, words, negativity, and question words as extracted 
features. For term recognition, they used translated SentiWordnet, which led 
to undetected terms and very low accuracy. Rahayu et al. (2018) proposed 
another method on Indonesian tweets based on two extracted features, 
namely interjection and punctuation. They also used two different weighting 
algorithms. Their proposed model outperformed the model proposed by 
Lunando and Purwarianti (2013). Nevertheless, the paucity of sophisticated 
features on their work leave more room for improvement.
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Lexicon-based approach: Parmar et al. (2018) utilised lexical and 
hyperbole features to improve the sentiment analysis results. They employed 
MapReduce to reduce the execution time by a parallel process platform. They 
suggested five parts for their proposed model. In the first part, different Twitter 
application programming interfaces (APIs) were performed to retrieve tweets. 
Afterwards, the results were stored in the hadoop distributed file system 
(HDFS). Secondly, all data were preprocessed to remove noisy data such as 
Uniform Resource Locator (URL). The third part was words relationships, 
which were done by part-of-speech tagging (POS) method. Subsequently, all 
the phrases were stored in a parsed file. As the fourth step, sentiment analysis 
was conducted on all phrases. The last step was a feature-based composite 
approach (FBCA). In this step, the algorithm used hyperbole and lexical with 
punctuation and negation features to detect sarcastic tweets.

Riloff et al. (2013) developed two bags of lexicons using bootstrap techniques. 
These lexicons consisted of positive sentiments and negative situations. 
They attempted to identify sarcasm in tweets for any positive sentiment in a 
negative situation. However, their method had some limitations since it could 
not identify sarcasm across multiple sentences.

In the present study, the researchers will investigate the sarcasm detection 
technique on Persian tweets by combining deep learning-based and machine 
learning-based approaches. They aim to find both world-level and sentence-
level inconsistencies. Four different sets of features are extracted to cover 
different types of sarcasm in Persian. In addition, this study presents the first 
Persian proverb dictionary to ignore any misclassification, which will be 
further explained in the next section.

PROPOSED MODEL

The existence of sarcasm in tweets can lead to a state of ambiguity. It can 
also decrease the accuracy of some NLP tasks such as Sentiment Analysis 
and Text Summarisation (Bharti et al., 2017). Consider the following tweet,                           
                                                           (My phone is broken, how better can 
this be???). Although it is a sarcastic tweet, without deploying the sarcasm 
detection model, the sentiment analysis model may mislead. Therefore, it is 
crucial to develop a model to detect sarcasm.

Figure 1 represents the architecture of the proposed model. The model 
consists of four key components, namely (1) Data Preprocessing, (2) Data 
Preparation, (3) Feature Extraction, and (4) Classification. From each tweet, 
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the researchers extracted a set of features in a way that covered different types 
of sarcasm. Then, they used several machine learning algorithms to perform 
the classification.

 
 
Figure 1. Architecture of Persian sarcasm detection model.

Data Collection

One problem of NLP tasks in Persian is that there is no standard dataset for 
sentiment analysis nor sarcasm detection (Gelbukh, 2009). Therefore, the 
present study created a Persian dataset for sarcasm detection using Tweepy 
API. To collect sarcastic tweets, the researchers queried the API for tweets 
containing hashtags                     (both mean sarcasm). Non-sarcastic tweets 
were retrieved based on political hashtags. Then, these tweets were manually 
checked and cleaned up by removing noisy and irrelevant tweets. In this 
step to avoid bias, ten different computer scientists and native speakers were 
employed for checking labels. Ultimately, the study collected 1,200 sarcastic 
tweets containing hashtags                                      and 1,300 non-sarcastic tweets. In this 
dataset, sarcastic and non-sarcastic tweets were labelled 0 and 1, respectively. 

Data Preprocessing

In this section, tweets were preprocessed to clean and transfer them for feature 
extraction. This step includes the following process:
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Text Filtering: The researchers filtered non-Persian tweets, URLs, retweets, 
mentions, and some special characters such as ‘^%#-+’. In addition, all 
hashtags were removed and replaced informal words with formal words using 
Dehkhoda – the largest comprehensive Persian dictionary (Dehkhoda, 1931).

Emoji Dictionary: People usually use emoji during their daily conversations 
in microblogs such as Twitter and Facebook. As a result, the present researchers 
created an emoji dictionary containing all Twitter emojis. These emojis were 
manually labelled as happy, sad, and neutral. Based on the dictionary, each 
emoji in a retrieved tweet was replaced by its relative label.

Proverb Dictionary: Persian speakers mostly use slang expressions 
as well as several common proverbs in their conversations (Hokmi, 
2017). 1,000 common Persian slang and proverbs were collected using 
Dehkhoda Dictionary. The study also used the website created by 
Ehsan (2013) to find some other slangs such as:        (The hell with it),                     
                                   (bite me),                                           (I have a butterfly in my 
stomach), etc. Finally, each tweet was scanned to replace its proverb or slang 
with the direct meaning. 
 
Data Preparation

In this section, four types of preparation were performed on the dataset, 
namely (1) Normalisation, (2) word Tokenisation, (3) Lemmatisation, and (4) 
Part-of-Speech (POS) Tagging.

Normalisation: This step converted a list of words into a uniform sequence. 
With normalisation, the researchers aimed to overcome profound challenges 
in Persian including: (1) Existence of various prefixes such as “ب” (b),      
      (bar),        (pas),         (fara), etc.; (2) Different encoding forms for some 
characters like “ی” (y) and “ک” (k); (3) Using half-space such as      and                   
           ; and (4) Existence of a wide range of suffixes such as      (ha),    
            (tarin),          (yan), etc. (Mohtaj, Roshanfekr, Zafarian, & Asghari, 2018).

Tokenisation: This step was conducted to break each tweet down to its 
constitutive words. Let us consider an example:                                   (I am a 
programmer . It converts to

Lemmatisation and Stemming: This step was done to decrease the size of 
the dataset and find the root of all words.

Part-of-Speech (POS) Tagging: It is a process of converting tweets into lists 
of tuples where each tuple has a form (word, POS tag). The POS tag signifies 
whether the word is a noun, adjective, verb, and so on. 
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prefixes such as “ب” (b), “بر” (bar), “پس” (pas), “فرا” (fara), etc.; (2) Different encoding forms for some 
characters like “ی” (y) and “ک” (k); (3) Using half-space such as “ هاآن ” and “ ترسخت ”; and (4) Existence of 
a wide range of suffixes such as “ها” (ha), “ترین” (tarin), “یان” (yan), etc. (Mohtaj, Roshanfekr, Zafarian, & 
Asghari, 2018). 
 
Tokenisation: This step was conducted to break each tweet down to its constitutive words. Let us 
consider an example: نویس هستم"من یک برنامه "  )I am a programmer . It converts to نویس"، ، "یک"، "برنامه"من"
 ."هستم"
 
Lemmatisation and Stemming: This step was done to decrease the size of the dataset and find the root 
of all words. 
 
Part-of-Speech (POS) Tagging: It is a process of converting tweets into lists of tuples where each tuple 
has a form (word, POS tag). The POS tag signifies whether the word is a noun, adjective, verb, and so on.  
All preparation steps were done using Hazm, a python library for digesting Persian text. 
 
Feature Extraction 
 
In this section, four sets of features were extracted, namely (1) Sentiment Feature, (2) Deep Polarity 
Feature, (3) POS Feature, and (4) Punctuation Feature. 
 
These features were extracted in a way that covered different types of Persian sarcasm. Based on these 
features, all of the retrieved tweets were represented by feature vectors. This section explains how to 
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All preparation steps were done using Hazm, a python library for digesting 
Persian text.

Feature Extraction

In this section, four sets of features were extracted, namely (1) Sentiment 
Feature, (2) Deep Polarity Feature, (3) POS Feature, and (4) Punctuation 
Feature.

These features were extracted in a way that covered different types of Persian 
sarcasm. Based on these features, all of the retrieved tweets were represented 
by feature vectors. This section explains how to represent a tweet as a feature 
vector to train a classifier for sarcasm identification. 

Deep Polarity Features

This section focuses on sentence-level inconsistency. Let us consider the twe
et:                                                        (My phone is broken how lucky I am!!!). 
There is a sentence-level inconsistency between the first and second parts of 
the tweet (i.e. My phone is broken and how lucky I am!!!). We considered 
each tweet with more than n tokens as a multiple sentence tweet (MST). Based 
on the authors’ observation on about 1,000 retrieved tweets, the proper values 
for n are 6, 12, and 18, respectively. The best value for n was evaluated in the 
Analysis and Results section. Each MST was divided into two parts. Thus, for 
the mentioned tweet, it is as follows:

tweet: My phone is broken how lucky I am!!!
n > 6 or n>12 or n>18? Tweet is MST so divide it into two equal parts: skip it
n =8, Hence we have: 
Part1: My phone is broken
Part 2: how lucky I am!!!

If there is any sentiment inconsistency between the first and second parts of the 
tweet, it will hint about being sarcastic. To fulfil this, first, the present research 
combined two deep neural network models, LSTM and convolutional neural 
network, as proposed by Roshanfekr et al. (2017). Then, the combined deep 
learning model was employed to each MST. Afterwards, the deep model was 
applied to the first and second parts of each tweet respectively. Consequently, 
two new binary features, dpf1 and dpf2 were introduced (which stand for deep 
polarity feature). 

The feature dpf1 is activated if the first and second parts of the MST do not 
have the same sentiment.
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a word-level inconsistency between “خوب” (love) and “بدبخت” (misfortune). To identify such 
inconsistency, a sentiment dictionary was provided by using two popular Persian dictionaries, Moein 
(1972) and Dehkhoda (1931). The sentiment dictionary consisted of 2,500 emotional words along with 
their polarities and scores. There were four different polarities that were considered as positive, high 
positive, negative, and high negative. The scores were integer from 2 (i.e. high positive) to -2 (i.e. high 
negative). If any word within the tweet did not exist in the sentiment dictionary, its score was set to 0. 
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The feature dpf2 is activated if the first or second parts of the MST do not have 
the same sentiment with the whole MST’s sentiment.

For example, in this tweet: “My phone is broken and how lucky I am!!!”, 
the sentiment analysis model detected positive sentiment for this tweet and 
detected negative sentiment for the first part. Thus, the feature dpf2 was 
activated.

Sentiment Feature

This section concentrates on word-level inconsistency, which refers to 
the coexistence of negative and positive words within the same tweet. For 
example,                               (I love my misfortune). There is a word-level 
inconsistency between          (love) and           (misfortune). To identify 
such inconsistency, a sentiment dictionary was provided by using two popular 
Persian dictionaries, Moein (1972) and Dehkhoda (1931). The sentiment 
dictionary consisted of 2,500 emotional words along with their polarities and 
scores. There were four different polarities that were considered as positive, 
high positive, negative, and high negative. The scores were integer from 2 (i.e. 
high positive) to -2 (i.e. high negative). If any word within the tweet did not 
exist in the sentiment dictionary, its score was set to 0. Table 1 represents these 
four polarities with related examples.

Table 1

Four Different Polarities with Examples

Polarity Example

Positive (happy)          (good)

High positive (excellent)                 (wonderful)

Negative (miserable)             (sad)

High negative (awful)           (disgusting)

Noticeably, due to the lack of rich Persian lexicon, the researchers built a 
semantic dictionary on their own. First, they selected common emotional 
words along with their polarity from Dehkhoda (1931) and Moein (1972). 
Then, for each emotional word, a score between -2 to 2 was considered based 
on the word’s translation in SentiStrength. 

Using the semantic dictionary, four auxiliary features were extracted by 
counting the number of positive, negative, high positive, and high negative 
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Table 1 
 
Four Different Polarities with Examples 
 

Polarity Example 
Positive خوشحال(happy) ، خوب  (good) 

High positive  عالی(excellent) شگفت آور،   (wonderful) 
Negative  بدبخت(miserable ) ،ناراحت ( sad) 

High negative افتضاح(awful) ، چندش   (disgusting) 
 
Noticeably, due to the lack of rich Persian lexicon, the researchers built a semantic dictionary on their 
own. First, they selected common emotional words along with their polarity from Dehkhoda (1931) and 
Moein (1972). Then, for each emotional word, a score between -2 to 2 was considered based on the 
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words in each tweet. These features were named as pw, nw, PW, and NW. 
Then, in line with Bouazizi and Ohtsuki’s (2015) works, the ratio of the tweet 
p(t) is defined in Equation 1:
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Where t is the tweet and      is a weight given to the highly emotional words. 
For neutral words,       is set to 0; otherwise, is set to 3.

Now, to find word-level inconsistency, the sentiment score for each tweet was 
calculated with regard to the sentiment dictionary. If each word within the 
tweet was found in the dictionary, the related sentiment score was assigned to 
it. Otherwise, the sentimental score was set to 0. After the sentimental scores 
were set for all words, the researchers calculated the total scores for each 
tweet using Equations 2 and 3, respectively:

Sum-Of-Pos = 

Sum-Of-Neg = 

Sum-Of-Pos and Sum-Of-Neg are the summations of the positive and negative 
scores and n refers to a tweet’s length. 

For each tweet, if both Sum-Of-Pos and Sum-Of-Neg were greater than 0, 
there might be a word-level inconsistency in the tweet. After conducting a 
preliminary experiment to find the optimum range of sentiment score, two 
positive and two negative binary features were extracted. They are defined as 
follows:

Low-Pos-Sentiment activated if Sum-Of-Pos ≤ -1
High-Pos-Sentiment activated if Sum-Of-Pos ≥3
Low-Neg-Sentiment activated if Sum-Of-Neg ≤ -1
High-Neg-Sentiment activated if Sum-Of-Neg ≥3

POS Feature

The idea of this section was inspired by the work of Davidov et al. (2010). 
First, the researchers checked about 800 sarcastic and non-sarcastic tweets’ 
POS tags and noticed some special patterns appearing in most of the sarcastic 
tweets. Any pattern that appeared in both sarcastic and non-sarcastic tweets 
was discarded. Then, two most common patterns were selected as sarcastic 
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patterns. These patterns are shown in Table 2. A new binary feature was then 
created, POS feature. If one of these patterns was recognised in each tweet, the 
POS feature was activated.

Table 2

POS Feature’s Patterns

Pattern Example
      (wow) + Pronoun + Adverb + 

Adjective + Verb                             (Wow, how lucky I am!)

Noun + Adjective + Adjective + 
Adjective + Adjective  (a rainy displeased nice awkward day!)

Punctuation Feature

Many studies have shown that punctuation has a huge influence on text 
classification. In other words, sarcasm not only plays with words and meaning 
but also translates them into a certain use of punctuation or repetition of words 
to indicate some special moods such as anger, amazement, exaggeration, etc. 
(Tungthamthiti, Shirai, & Mohd, 2014). In this study, the number of repetition 
sequence of exclamation (!) and question marks (?) were counted separately. 
In addition, the number of repetitive characters such as                     etc. were 
calculated. Then, two new binary features, Low-Punc-feature and High-Punc-
feature were employed.

After examining a various range of values, the optimum number to activate 
these features was found as follows:

Low-Punc-feature activated if the number of ? or ! or repetitive characters < 3.
High-Punc-feature activated if the number of ? or ! or repetitive characters ≥ 
3.

Consider the following tweet                                             (Yah! The cost is 
really good!!!!!!!!). In this tweet, the sarcasm was revealed by the repetition 
of the exclamation mark (High-Punc-feature was activated).

Classification Algorithms

Based on the features extracted in the previous section, several classification 
algorithms were used to classify tweets into sarcastic and non-sarcastic. In this 
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Low-Punc-feature activated if the number of ? or ! or repetitive characters < 3. 
High-Punc-feature activated if the number of ? or ! or repetitive characters ≥ 3. 
 
Consider the following tweet “!!!!!!!! قیمتش خیلی عالیه !آره ” (Yah! The cost is really good!!!!!!!!). In this 
tweet, the sarcasm was revealed by the repetition of the exclamation mark (High-Punc-feature was 
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article, five standard classifiers were utilised, namely Decision Tree, Random 
Forest, Naïve Bayes, SVM, and Maximum Entropy. These algorithms were 
chosen because they have shown good performance in many text classification 
tasks (Tungthamthiti, Shirai, & Mohd, 2014).

ANALYSIS AND RESULTS

In the experiment, a total of 2,500 political Persian tweets were retrieved using 
Tweepy API and the first Persian sarcastic dataset was introduced with 1,200 
sarcastic and 1,300 non-sarcastic tweets. Then, each tweet’s label was manually 
checked by native speakers to confirm its label. The researchers divided the 
dataset into 1,600 training and 900 testing data. Python programming language 
was used to classify the sentiments and conduct the experiment.

In this section, the performance of each set of features was evaluated. The result 
of the proposed method was also compared against two baseline methods. To 
form the first baseline, a Naïve Bayes model was built using TF-IDF features. 
For the second baseline, an SVM model trained with N-gram features was 
deployed. The current work was also compared with the approach proposed 
by Tungthamthiti et al. (2014). The key performance indicators (KPIs) used to 
evaluate the model are as follows:

(1) Accuracy: It shows the fraction of all correctly classified tweets over 
the total number of tweets.

(2) Precision: It represents the number of tweets that have successfully 
been classified as sarcastic over the total number of tweets classified 
as sarcastic.

(3) Recall: It expresses the number of tweets that have successfully been 
classified as sarcastic over the total number of sarcastic tweets.

Performance of Each Set of Feature

In this section, the performance of the classification of each proposed feature 
set was checked separately. 

During cross-validation: As shown in Figure 2, it was noticed that when n 
= 18, the performance of deep polarity feature increased, while with n=6, the 
performance was very low. It showed that with n = 18, there was more chance 
to have a multiple sentence tweet. 
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The performance of dpf1 and dpf2 was examined separately. It was observed 
that dpf2 outperformed dpf1. It demonstrated that if the first or second part 
of the tweet did not have the same sentiment as the whole tweet’s sentiment, 
there was more chance to have a sarcastic tweet. Figure 3 represents these 
results. On the other hand, it was noticed that the POS feature had very low 
accuracy and recall. It indicated that two sarcastic patterns seemed to be very 
inefficient. Figure 4 displays the results of evaluating the POS feature.

The punctuation and sentiment features had a high precision rate. This could 
be explained by the fact that tweets with contradictory emotional content 
were likely to be sarcastic. Figure 5 illustrates their performance. However, 
low accuracy of the sentiment feature was based on many words that did not 
exist in the sentiment dictionary. From this reason, enrichment of the Persian 
sentiment dictionary could be applied to boost the performance of sentiment 
features. It was also noticed that the ratio obtained in Equation 1 was unable 
be a good sentiment feature for each tweet due to its very poor performance.

    

 
Figure 2. Performance of classification using deep polarity feature (dpf1 and  
                dpf2) with n=6, 18.
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Figure 4. Performance of classification using POS feature.
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the classification decreased exponentially. The precision was also decreased 
as compared to when using the proverb dictionary. It demonstrated that most 
parts of Persian tweets needed to be translated into their direct meaning to 
prevent misclassification. Figure 7 illustrates the related results.

Table 3

Results Obtained by Five Classifiers

Classifiers Accuracy Precision Recall
Decision Tree 74.60% 82.90 68.44%
Random Forest 79.44% 84.28% 65.50%
Naïve Bayes 71.24% 78.38% 59.98%
SVM 80.82% 88.30% 70.80%
Max-Entropy 68.43% 73.65% 54.92%

 
Figure 6. Performance of the best classification algorithm.
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Baseline: To evaluate the potential of the proposed model, two baseline 
methods were considered as well as the approach proposed by Tungthamthiti 
et al. (2014).

In this section, the aforementioned KPIs with F1 score were utilised. F1 
score combined precision and recall to represent a more reliable comparison 
(Bouazizi & Otsuki, 2016). It is defined in the following Equation 4:

 

The first baseline was a Naïve Bayes model using TF-IDF features. The results 
are given in Table 4. In line with the results, the model outperformed the first 
baseline.
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the other hand, based on the authors’ observation, SVM trained with N-gram 
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Moreover, the proposed model was compared with the approach conducted 
by Tungthamthiti et al. (2014), which suggested a sentence coherence feature. 
Although the effectiveness of this feature was completely proved in their 
study, the experimental results showed that the present method had better 
accuracy. However, the authors believed that considering some modifications 
to their sentence coherence feature based on Persian language structures could 
improve the efficiency of the method.
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CONCLUSION

Since sarcastic text does not have any fixed structure, detecting sarcasm in 
textual data is a complicated task. This study proposed a method to detect 
Persian sarcasm based on deep learning and machine learning for the first 
time. Four sets of features were extracted, namely (1) Sentiment, (2) Deep 
Polarity, (3) POS, and (4) Punctuation. These features were extracted in a 
way that covered different types of Persian sarcasm. The performances of 
the classification of each proposed feature set were examined separately and 
it was noticed that the combination of different sets of features performed 
better. The results of the experiment showed that the proposed method had 
acceptable performance and reached an accuracy of 80.82% using the SVM 
algorithm. According to the obtained results, SVM is capable of detecting 
sarcasm with high precision. Moreover, the first proverb dictionary was created 
to translate several common expressions into their direct meaning. A total of 
1,000 common Persian slangs and proverbs were collected using Dehkhoda 
Dictionary. This has shown remarkable improvement in the study’s results, 
though a better result might be achieved if a bigger proverb dictionary was 
used, which could be suggested for future works. Furthermore, future works 
could add some new features to improve the classification results and examine 
on ways to use the output of the current research to boost the performance of 
the Persian sentiment analysis.
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