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There is a strong movement to share 
individual patient data for secondary 
purposes, particularly for research. 
A major obstacle to broad data sharing 
has been the concern for patient privacy. 
One of the methods for protecting the 
privacy of patients in accordance with 
privacy laws and regulations is to 
anonymise the data before it is shared. 
This article describes the key concepts 
and principles for anonymising health 
data while ensuring it remains suitable 
for meaningful analysis.
There is increasing pressure to share individual patient 
data for secondary purposes such as research.1–3 For 
example, research funding agencies are strongly 
encouraging recipients of funds to share data collected 
by their projects.4–6 The expected benefits from sharing 
individual patient data for health research purposes 
include: it ensures accountability in results and that 
reported study results are valid, it allows researchers to 
build on the work of others more efficiently and to per-
form individual patient data meta-analyses to sum-
marise evidence, and it decreases the burden on 
research subjects through the reuse of existing data.7 
In many instances, however, patient privacy concerns 
have been perceived as a key barrier for making individ-
ual patient data available.3 8

There are two legal mechanisms that would permit 
data custodians to share patient data for secondary 
 purposes (unless there is an exemption in the law): 
(a) consent and (b) anonymisation. If the data was orig-
inally collected in a medical context, then consent for 
unanticipated secondary analyses is often not obtained 
in advance. It is not always practical to go back and 
obtain consent from a large number of patients, and 
there is evidence of systematic consent bias whereby 
consenters and non-consenters differ on important 
characteristics.9–11 As a consequence, it is challenging to 
rely on consent as the primary mechanism for sharing 
data. With respect to the second option, there is evi-
dence that many research ethics boards will permit the 
sharing of patient data without consent for research 
purposes if it is anonymised.12 (The term “de-identifica-
tion” is more commonly used in North America while 
“anonymisation” is more commonly used in Europe; for 
this article, we treat the terms as equivalent.)

Many jurisdictions, including those in North America 
and Europe, do not designate anonymised health data 
as personal information.7 Therefore, such data would 
no longer be covered by privacy laws, allowing it to be 

used and disclosed for any secondary purpose. How-
ever, there is an expectation that the anonymised data 
will be used only for purposes that are legitimate, in a 
manner that would not surprise the patients, and not in 
a discriminatory or stigmatising manner. This expecta-
tion has been made explicit in the EU context,13 and 
falls under a privacy ethics framework outside the Euro-
pean Union.14

When sharing patient data for secondary purposes it 
is important to be mindful of patient trust. While 
patients are supportive of the use of their data for 
research,7 often there is an expectation that that data 
will be adequately anonymised. Trust is important 
because there is evidence that patients adopt privacy 
protective behaviors, such as lying and not seeking 
care, when they have concerns about how their health 
information may be shared.15

Definitions of anonymity in privacy laws and regula-
tions do not provide an operational method to follow 
for anonymising health information. Even the concept 
of anonymous or non-identifiable data is ambiguous. 
For example, the European Data Protection Directive 
95/46/EC states that “‘personal data’ shall mean any 
information relating to an identified or identifiable nat-
ural person (‘data subject’); an identifiable person is 
one who can be identified, directly or indirectly, in par-
ticular by reference to an identification number or to 
one or more factors specific to his physical, physiologi-
cal, mental, economic, cultural or social identity”; and 
the Health Insurance Portability and Accountability Act 
(HIPAA) Privacy Rule of 1996 in the US notes that 
“Health information that does not identify an individ-
ual and with respect to which there is no reasonable 
basis to believe that the information can be used to 
identify an individual is not individually identifiable 
health information.” This ambiguity contributes to het-
erogeneity and inconsistency in actual anonymisation 
practices for health data.

The subdiscipline of statistics known as disclosure 
control has developed a substantial body of knowledge 
around anonymisation techniques.16 17 In this article we 
describe the key concepts and principles behind the 
anonymisation of health data in an effort to find a com-
mon language and mitigate current inconsistencies. As 
a running example, we will use the Ontario (Canada) 
birth registry dataset (known as BORN) to illustrate var-
ious points. BORN is a population registry of all births 
in the province. The data is collected from hospitals, 
clinics, midwives, and the provincial newborn screen-
ing laboratory and stored in a data warehouse. The data 
is then used and disclosed for research and public 
health purposes.18

Definitions
From a technical perspective, ensuring anonymity 
equates to ensuring that the probability of assigning a 
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correct identity to a record in a dataset is very small. 
This probability can be conditional on other factors, 
such as the skills required and resources available to an 
adversary seeking to re-identify a record.7 When data is 
shared, it is not possible to ensure that the probability 
of re-identification is zero, but it is possible to ensure 
that the probability is very small.

Existing standards and guidelines tend to divide 
the variables in a dataset into two groups: direct iden-
tifiers and quasi-identifiers. The direct identifiers are 
features that permit direct recognition or communica-
tion with the corresponding individuals, such as per-
sonal names, email addresses, telephone numbers, 
and social insurance numbers. Quasi-identifiers are 
features that can indirectly identify individuals, 
such as their date of birth, death, or clinic visit, resi-
dence postal code, and ethnicity. Quasi-identifiers 
include demographics and socioeconomic informa-
tion. Both types of variables must be addressed 
during anonymisation.

In the case of the BORN registry, variables such as the 
mother’s name and health insurance number are desig-
nated as direct identifiers. These variables are removed 
before data arrives at the registry. Sometimes there are 
unique identifiers that need to be retained to allow link-
ing of all of the records that belong to the same mother 
(for example, to track multiple births) such as a medical 
record number. Because a medical record number is 
often considered a patient identifier as well, it is con-
verted to a pseudonym. The data is then called “pseud-
onymised.” Pseudonymous data is still considered 
personal information under the European Data Protec-
tion Directive 95/46/EC19 and should not be treated as 
anonymous.

To date, all known successful re-identification 
attacks (excluding genetic data) were performed on 
pseudonymous data.20 Adversaries performing such an 
attack attempt to determine the identity of individuals 
in a dataset that has been shared. Known re-identifica-
tion attacks are performed almost exclusively by 
researchers and the media.20

The motives of the media are believed to be to show 
that shared data is unsafe (which makes for a good 
story) or to contact individuals and their families for a 
story. Academics perform these attacks to publish new 
computational algorithms for attacking databases and 
also to show weaknesses in available databases. In gen-
eral, such “white hats” get recognition for finding 
weaknesses in systems and databases. We consider two 
examples below.

An example of a media initiated re-identification 
attack is when a national Canadian broadcaster re-iden-
tified an individual in the adverse drug event database 
from Health Canada. The purpose was to report on the 
adverse events associated with a drug, and they wanted 
to interview the family of the deceased individual who 
was re-identified.21 The re-identification attack used 
publicly available obituaries to match on age, location, 
and date of death to determine the identity of the 26 
year old woman who had died while taking the drug in 
question.

A recent example of a successful re-identification 
attack by a team of a reporter and an academic was per-
formed on a hospital discharge database. The depart-
ment of health in Washington state in the United States 
was sharing pseudonymised data with few restrictions 
on who could access the data and what the data recipi-
ent could do with it. In this attack, the adversaries used 
information from newspaper articles about vehicle acci-
dents and reports involving hospitalisations of famous 
people in the media to re-identify individuals in the 
hospital discharge database.22 23 This was accomplished 
by combining the discharge data with publicly avail-
able phone number directories and voter registration 
lists. Specifically, in this attack the adversary leveraged 
knowledge about the date of admission, the injury 
code, the age of the patient, which hospital was visited, 
the ZIP code of the patient, whether it was a weekend 
admission, as well as the gender and race of the patient. 
This amounted to 11 quasi-identifiers that were lever-
aged to attack the database.

In both of the above cases the successful re-identifi-
cation attack used quasi-identifiers. It is therefore 
important to protect the quasi-identifiers as well as the 
direct identifiers.

Types of data sharing
There are three general ways to share data for second-
ary purposes: public, quasi-public, and non-public.

Public data has the least amount of restrictions 
placed on it. Such public data is available, typically 
online, for anyone to download either free or for a nom-
inal fee. Many national statistical agencies release cen-
sus and national survey data as public data. Some of 
this survey data includes health information. There are 
also publicly available clinical trials data from the Inter-
national Stroke Trial24 and data posted in the Dryad 
online open access data repository.25 26

Quasi-public data has additional restrictions imposed 
on it in the form of a “terms of use.” This is a contract 
that the data recipient signs (or clicks through if it is 
online). The terms of use often includes a prohibition 
on attempting to re-identify the data, contacting any of 
the patients, linking the data with other datasets, and 
sharing the data with any third party. Also, all data 
recipients must register so that their identity is known 
to the data custodian. Data competitions serve as illus-
trative examples of the use of quasi-public data. The 
Heritage Health Prize, for instance, was a $3 000 000 
competition whereby the winner built a predictive 
model for readmissions using a quasi-public dataset 
from the Heritage Provider Network.27 The 2013 Cajun 
Code Fest28 was another $25 000 competition where 
the  entrants built software applications that used 
 quasi-public data to support decision making for 
patients and providers. In both competitions, all 
entrants had to register and agree to the terms of use 
contract before they were allowed to access the data.

Non-public data has the most restrictions placed on 
it. In this case the data recipient would need to sign a 
full contract that, in addition to the above specifica-
tions, includes a prescriptive set of security and privacy 
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controls that the data recipient needs to have in place, 
such as encrypting their computers and providing pri-
vacy training to the analysts who will work with the 
data. The data custodian may also reserve the right to 
audit recipients to ensure that they comply with all of 
the conditions.

The data needs to be anonymised in all of the three 
cases above. However, the acceptable probability of 
re-identification would vary. For a public data release 
the probability needs to be quite low because there are 
no other controls that can be put in place. However, for 
non-public data a higher probability would be accept-
able because other security, privacy, and contractual 
controls would be put in place. This balancing of con-
trols to manage the risk is illustrated in the figure.

The above distinctions mean that the same data can 
be sufficiently anonymised in different ways depending 
on the context of the data release. Accounting for the 
context of the data release when deciding on how to 
anonymise is consistent with existing best practices 
and regulatory guidance.29–31

The mechanism of data release can also vary. For 
example, individual patient data may be provided to a 
researcher for download, or the researcher may get 
access to the individual patient data through a portal 
that does not allow any data to be downloaded. In the 
latter case all of the analysis must happen on the portal 
itself. Some data custodians require the researcher to be 
physically present in a secure room in order to access 

individual patient data. Each of these mechanisms has 
a different set of controls imposed on the researcher, 
and therefore the acceptable probability of re-identifi-
cation would be set accordingly.

Measuring the probability of re-identification
The balancing described above is premised on the 
ability to measure the probability of re-identification. 
 Several metrics have been developed for measuring 
the probability of re-identification.7 These can be 
applied for datasets over a large population or for sam-
ples derived from the population. The BORN registry is 
an example of a population dataset because it includes 
all births in Ontario. In that case, the probability of 
re- identification can be directly measured from the 
data. A sample dataset could be, for example, a clini-
cal trial with diabetic patients (because only a subset 
of all patients with diabetes will participate in that 
trial). In the case of the clinical trial dataset, the prob-
ability of re-identification would have to be estimated 
from the data.

To start with, the probability of re-identification will 
depend on two factors: (a) which quasi-identifiers are 
included in the shared dataset and (b) the extent to 
which the data has been perturbed (or modified).

In the BORN registry, variables such as the baby’s 
date of birth and sex and the mother’s date of birth and 
postal code are designated quasi-identifiers. They could 
also be discovered by an adversary for various reasons: 
births are commonly announced, residence informa-
tion is available from sources such as the Whitepages 
(Canadian and US telephone and address directories), 
and basic demographics are generally available from a 
variety of public resources.32 We can illustrate how the 
probability of re-identification is affected by the 
selected quasi-identifiers.

Table 1 shows the probability of re-identification for 
different combinations of quasi-identifiers in BORN. 
The dataset we use has 919 710 births from 2005 to 2011. 
This probability will vary depending on which quasi- 
identifiers are included in the released data. In general, 
the more quasi-identifiers that are included in the 
released data, the greater the probability of re-identifi-
cation. Some quasi-identifiers have a substantial 
impact, such as the Canadian six-digit postal code, 
 followed by the mother’s date of birth, whereas other 
quasi-identifiers have little to no impact (such as the 
baby’s sex). The inclusion of all four quasi-identifiers 
leads to a high probability of re-identification because 
at that level of detail almost all births are unique.

Data transformations and data quality
If the probability of re-identification is deemed to be too 
high, then various perturbation techniques can be 
applied to reduce it.14 For example, if all quasi-identifi-
ers in table 1 need to be shared without perturbation, it 
is almost certain that re-identification can happen.

One of the simplest ways to perturb the data is to reduce 
the precision of data fields through generalisation. This 
approach is used quite often in practice. As an illustra-
tion, it is natural for a date of birth to be generalised into 
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Table 1 | Probability of re-identification of anonymised data in BORN (Ontario birth 
registry dataset) for various combinations of quasi-identifiers
Mother’s 
date of birth

Baby’s date 
of birth

Mother’s 
postal code Baby’s sex

Probability of 
re-identification*

X 0.014
X 0.005

X X 0.88
X X X 1.00
X X X X 1.00
X X X 0.91

X X 0.98
X X 0.85

X 0.19
X indicates that a variable is included in the calculation of probability.
*Probability was measured using the average re-identification risk metric defined elsewhere.7
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a month and year of birth. Generalisation is, in many 
instances, considered to be an acceptable strategy for pro-
tection because it is consistent with how the data will be 
analysed. For example, if the analysis only requires the 
year of birth of the mother, then generalising the mother’s 
date of birth in BORN will reduce the probability of 
re-identification and will be consistent with the intended 
analysis.

Table 2 depicts the probability of re-identification 
after various generalisations were applied to the BORN 
quasi-identifiers. Simple changes to the data can 
result in substantial reductions in the probability of 
re-identification. Which generalisation should be cho-
sen is determined using a combination of two meth-
ods: (a) a data analyst subjectively judges whether a 
particular generalisation would affect the ability to 
analyse the data, and (b) formal metrics are applied to 
evaluate data utility, such as the entropy in the result-
ing records.10

In table 2, scenario S1 reduces the precision of the 
mother’s date of birth to a year and the postal code to 
the first three characters, but the probability of re-iden-
tification remains quite high. By contrast, scenarios S5 
and S6 have the lowest probability of re-identification, 

but the postal code is truncated to the first character 
only. This precludes most meaningful geospatial analy-
sis. The lowest probability that maintains location 
information is reached with scenario S8, with the 
baby’s date of birth converted to quarter and year and 
the mother’s age is categorised as ≤19, 20–30, 30–40, or 
>40 years. However, the changes in S8 reduce the utility 
of the data because details around the exact age of the 
infant at certain time points cannot be calculated, and 
geospatial analysis is still limited by the three character 
postal code.

Better methods of perturbation can be used than sim-
ple generalisation. These computational methods can 
reduce the amount of distortion to the data (such as 
allowing more granularity than the three character 
postal code) and produce higher data quality.14 33

In practice, when there are many quasi-identifiers in 
a dataset, simple techniques such as generalising the 
values for all the records in the same way are unlikely 
to produce datasets that are analytically useful. With 
just the four quasi-identifiers in Table 2, the acceptable 
generalisations were already approaching the limits of 
data utility. However, as mentioned earlier, recent 
re-identification attacks leveraged as many as 11 qua-
si-identifiers.22 23 To maintain the utility of the data, 
more sophisticated methods can be applied that retain 
details in dates and geospatial information during the 
anonymisation process.14

When to stop
A practical question that the data custodian needs to 
answer is how much generalisation is enough? For 
instance, are all the solutions in table 2 that are below a 
probability of re-identification of 0.2 acceptable from a 
risk perspective? There are precedents (regulatory, 
legal, and practical) going back decades for what is an 
acceptable probability of re-identification for public 
and non-public data releases.7 These precedents pro-
vide a range of possible acceptable thresholds that can 
justifiably be used. In general, they vary from an accept-
able probability of 0.33 to 0.05.7

There are instances where anonymisation schemes 
do not include risk measurement nor the setting of 
thresholds to ensure that the probability of re-identifi-
cation is acceptable.34–36 For example, these schemes 
provide a fixed list of quasi-identifiers that should be 
removed from the dataset. These approaches cannot 

ANONyMisATiON FAQs
•	 Is it necessary to obtain patient consent to anonymise health data or to share 

anonymised data?
In most jurisdictions, including the European Union, anonymisation is considered a 
permitted use.13 This means that it is not necessary to obtain patient consent to 
anonymise the data.

•	Can data on rare diseases be anonymised?
The presence of a rare disease does not necessarily make it impossible to 
anonymise. If the dataset is a sample from the population of patients with that 
disease, then the probability of re-identification may still be small. If the rare 
disease is not visible then that reduces the likelihood that an adversary would know 
that someone has that disease.37

•	Will advances in technology and the greater availability of data increase the risk of 
re-identification?
Anonymisation is typicaly time limited to account for changes in technology and the 
availability of other data that can be used to re-identify individuals. This time limit 
is typically 18–24 months. After that time has elapsed, the risk of re-identification 
needs to be re-evaluated to determine if circumstances make the originally 
anonymised data high risk. This is possible to achieve for non-public datasets 
where permission to use a dataset is time limited and the data use agreement 
stipulates a re-assessment of re-identification risk. For public data, the initial 
anonymisation needs to be more stringent to be applicable for a longer period since 
it is not possible to “call back” a public dataset.

Table 2 | Changes in probability of re-identification of anonymised data in BORN (Ontario birth registry dataset) for 
different levels of generalisation of quasi-identifiers

scenario Mother’s date of birth or age Baby’s date of birth Mother’s postal code Baby’s sex
Probability of 
re-identification*

S1 Year day, month, year 3 character Unchanged 0.973
S2 Year month, year 3 character Unchanged 0.677
S3 Age in 5-year groups month, year 3 character Unchanged 0.327
S4 Age ≤19, 20–30, 30–40, >40 month, year 3 character Unchanged 0.23
S5 Age ≤19, 20–30, 30–40, >40 month, year 1 character Unchanged 0.007
S6 Year month, year 1 character Unchanged 0.034
S7 Age in 5-year groups quarter, year 3 character Unchanged 0.152
S8 Age ≤19, 20–30, 30–40, >40 quarter, year 3 character Unchanged 0.1
*Probability was measured using the average re-identification risk metric defined elsewhere.7
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provide assurance that the probability of re-identifica-
tion is small for any single dataset because the actual 
quasi-idenditifers may differ from the list. Moreover, 
their application may result in datasets being exces-
sively perturbed. Therefore, such approaches would not 
be appropriate for complex datasets. Knowing when to 
stop perturbing the data is important to balance privacy 
protection and data utility.

Conclusions
Methods for measuring the risk of re-identification can 
be used to decide how much to anonymise health data 
for different types of data release. Perturbation that 
retains sufficient data quality requires data-centric 
methods rather than simplistic rules regarding how to 
generalise fields. Anonymisation methods cannot 
ensure that the risk of re-identification is zero, but this 
is not the threshold that is expected by privacy laws and 
regulations in any jurisdiction. Strong precedents exist 
for choosing suitable probability thresholds for anony-
mising data. There is a need for anonymisation stan-
dards that can provide operational guidance to data 
custodians and promote consistency in the applications 
of anonymisation.
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policies and infrastructure for sharing individual patient data.41 Recent examples 
include:
•	The GlaxoSmithKline trials repository,42 43 which now has multiple pharmaceutical 

companies using it to manage the data request process and share data (www.
clinicalstudydatarequest.com)

•	The Data Sphere project, a consortium of pharmaceutical companies, sharing data 
from the control arm of oncology trials44 45
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from Medtronic available46 47

•	The Immport Immunology Database and Analysis Portal48

Furthermore, some pharmaceutical companies are creating their own company-
specific portals to facilitate the sharing of their own datasets, and these are typically 
accessible through their corporate websites.

Given that trial participants are often from multiple sites across the world, 
anonymisation practices for the data must meet the regulatory requirements globally. 
This means that the burden of evidence that the probability of re-identification is 
acceptably small is not trivial because regulators in different jurisdictions do not use 
the same standards. Organisations such as the European Medicines Agency could 
help address such gaps by providing or recommending robust and scalable methods 
that can provide quantitative anonymity assurances while producing high quality data.
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