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Abstract
Numerous studies demonstrating that statistical errors are common in basic science publi-

cations have led to calls to improve statistical training for basic scientists. In this article, we

sought to evaluate statistical requirements for PhD training and to identify opportunities for

improving biostatistics education in the basic sciences. We provide recommendations for

improving statistics training for basic biomedical scientists, including: 1. Encouraging

departments to require statistics training, 2. Tailoring coursework to the students’ fields of

research, and 3. Developing tools and strategies to promote education and dissemination

of statistical knowledge. We also provide a list of statistical considerations that should be

addressed in statistics education for basic scientists.

Introduction
Misuse of statistical methods is common in basic biomedical science research, even among
papers published in high impact journals [1–3]. This includes using incorrect or suboptimal
tests [1,2], summarizing data that were analyzed by nonparametric techniques as mean and
standard deviation or standard error [4], reporting p-values that are inconsistent with the test
statistic [5,6], p-hacking [7], and analyzing nonindependent data as though they are indepen-
dent [3]. Additional problems arise from inadequate reporting of statistical methods. This may
include failing to provide a power calculation [1], not reporting which statistical test was used,
or not providing adequate detail about the test (i.e., paired versus unpaired t test) [1], not
addressing whether the assumptions of the statistical tests were examined [1,4], or not specify-
ing how replicates were treated in the analysis [3]. Finally, other researchers have focused on
the need to reconsider current statistical practices. The reliance on null hypothesis testing and
p-values has been heavily questioned, and researchers have proposed a variety of alternate
approaches [8,9]. These problems stem from a limited understanding of statistics, suggesting
that scientists need better training in this important skill set [10].
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This article focuses on rethinking our approach to biostatistics education. Data from our
previous systematic review of physiology studies [4] demonstrate that understanding statistical
concepts and skills is essential for those who are reading or publishing scientific papers. We
sought to determine whether this is reflected in the curriculae for PhD students by examining
statistics education requirements among PhD programs in top NIH-funded physiology depart-
ments (n = 80). We then outline several approaches that may help to reinvent statistical educa-
tion for basic biomedical scientists. Some of the problems that we discuss in this article are
common to many fields, whereas other problems may require field-specific solutions. This arti-
cle includes general recommendations based on the authors’ experiences in basic biomedical
research. We hope that these comments will advance the ongoing discussion about improving
the quality of data presentation and statistical analysis in basic science.

Recommendation 1: Encourage Departments to Require Statistics
Training
Data presentation and statistical analysis are increasingly important parts of scientific publica-
tions. This trend is likely to accelerate as more journals implement checklists to address com-
mon statistical problems and enlist statistical consultants to review papers [11,12]. The data
presented in Box 1 show that the ability to understand statistical concepts and apply statistical
skills is essential for research; however, biostatistics training is not always required to complete
a PhD. We recommend that biostatistics be required for all doctoral students in disciplines
where statistics are routinely used. Early career investigators who did not take a biostatistics
course during their PhD training should obtain statistical training during their postdoctoral or
early faculty years. This parallels recommendations from a recent Nature Medicine editorial
[13], which emphasized that proper training in statistics and research methods is essential for
reproducible research. The authors recommended that training in statistics and research meth-
ods be required for first year graduate students at PhD-granting institutions.

Recommendation 2: Tailoring Coursework to the Student’s Field of
Research
While many departments currently offer or require biostatistics training, courses may not nec-
essarily be designed to meet the needs of basic science students. This section focuses on strate-
gies for designing courses that will give students the conceptual understanding and skills
needed to analyze data, critique the literature, and improve the quality of statistical reporting
and analysis in their respective fields.

Lost in Translation: Bridging the Communication Gap between Basic
Scientists and Statisticians
We propose that the faculty of basic science departments improve the quality of statistics edu-
cation by working with statistics instructors to ensure that courses prepare students to read
and publish papers in their respective fields. Among departments that include statistics as a
required or elective course, many “out-source” their statistics teaching to other departments
that offer introductory statistics courses. At some institutions in our sample (see Box 1, meth-
odology in S1 Text), outside departments offered courses that appeared to be designed for
basic scientists. At other institutions, introductory statistics courses designed for epidemiolo-
gists or public health students were incorporated into the basic science curriculum. The latter
courses are unlikely to provide appropriate statistical preparation for basic scientists given the
obvious differences in study designs and sample sizes between these disciplines.
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Statisticians have recently questioned whether general introductory courses based on a one-
size-fits-all approach to statistics education meet the needs of students [14]. Statistics is an
increasingly specialized field, in which the techniques that are used vary widely depending on
the type of outcome variable (continuous, categorical, time to event, etc.), the sample size, and
the study design. Survival analyses, tests of predictive accuracy, odds ratios, and relative risks
are common in clinical science but are rarely used by basic biomedical scientists, who typically
work with continuous data, counts, or proportions. While introductory statistics courses gener-
ally focus on techniques for analyzing these types of data, the techniques and strategies that are
taught often assume a much larger sample size than we observed in our systematic review of
physiology studies.

Statisticians who teach general statistics courses often work with very large datasets and
may have limited knowledge of the sample sizes or study designs that are common in basic bio-
medical research. These instructors might design their courses quite differently if they under-
stood the characteristics of the datasets with which their students were working. We propose

Box 1. Statistical Skills Are Essential but Not Always Required for a
PhD

• According to our recent systematic review [4], 97.2% of original research papers pub-
lished in the top 25% of physiology journals (n = 683/703) included some form of sta-
tistical analysis (Fig 1A). Journals were selected based on 2012 impact factors.

• While this systematic review focused on physiology, frequent use of statistics likely
extends to related disciplines. Physiology journals publish articles from researchers in
many fields, including biochemistry, microbiology, cell biology, neuroscience, and
many others.

• Among top NIH-funded physiology departments (n = 80), 67.5% required a statistics
course for some (3.75%) or all (63.75%) PhD programs in which the department par-
ticipated (Fig 1B). Biostatistics was recommended as an elective in 10% of departments
and listed as an elective in 10% of departments. Biostatistics was not required or offered
as an elective course for students in 12.5% of departments. This included one depart-
ment that required a mathematical modeling course with a small biostatistics section.
Departments included in this analysis were on the Blue Ridge Institute for Medical
Research list of top NIH-funded physiology departments for 2014 (methodology in S1
Text).

• Students were rarely required to have learned statistics prior to starting a PhD pro-
gram. One department (1.3%) listed a statistics course as a prerequisite for admission
to the PhD program. Five departments (6.2%) recommended a statistics course prior
to admission. No program required students to complete a Masters degree before
entering the PhD program.

• Some departments offer PhD programs that are focused on physiology (n = 33),
whereas others participate in departmental or interdepartmental PhD programs that
include the related disciplines of biophysics, neuroscience, pharmacology or biology
(n = 47). Statistics requirements were not different in a sensitivity analysis in which we
excluded programs that combined physiology with related disciplines (Physiology
only: n = 33).
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that the faculty in basic biomedical science departments collaborate with statistics instructors
to ensure that courses teach students the skills that they will need to understand, present, and
analyze data in their respective fields. Courses should be designed around the sample sizes,
study designs, and types of data that are frequently used in the students’ areas of study. Course-
work should also address errors in statistical analysis and data presentation that are common
among published papers for that field. The following sections provide information about par-
ticular areas where the needs of basic scientists may differ from the concepts and skills that are
generally taught in introductory statistics courses.

Statistics for Small Samples
Small sample sizes are common in many basic science disciplines. Basic scientists typically
want to compare values obtained from participants, specimens, or samples in different groups
(i.e., wild-type mice versu knock-out mice; participants randomized to an exercise intervention
versus a control group, men versus women), or at different time-points or conditions (i.e., pre-
intervention versus postintervention, etc.). In a systematic review of papers published in top
physiology journals [4], the median for the smallest sample size of any group shown in a figure
was 4 (25th percentile: 3, 75th percentile: 6). The median sample size for the largest group
shown in a figure was 9 (25th percentile: 6, 75th percentile: 15). Low statistical power and small
sample sizes have been highlighted as one factor that may contribute to irreproducibility in
neuroscience [15]. A recent study suggested that n = 8/group was a common sample size for
preclinical research [16]. Anecdotal reports suggest that many investigators consider n = 6/
group to be sufficient for animal studies, although this assumption is not based on statistical
principles [17].

There are several possible reasons why researchers use small sample sizes. Experiments with
large sample sizes are not feasible in many cases because the detailed mechanistic studies per-
formed by basic scientists are very time, labor, and cost-intensive. The International Guiding

Fig 1. Statistics usage and education in physiology. A: A recent systematic review [4] demonstrated that 97.2% of papers published in the top 25% of
physiology journals included statistical analyses. B: Statistics courses are not always required for PhD students in top NIH funded physiology departments.
Detailed methodology for panels A and B are described in S1 Text.

doi:10.1371/journal.pbio.1002430.g001
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Principles for Biomedical Research Involving Animals require that “the minimum number of
animals should be used to achieve the scientific or educational goals” [18]. Finally, the variabil-
ity in an experiment performed on a particular cell line or strain, type, or breed of animal may
be lower than would be expected in a human study. Cell lines or animal studies sometimes lack
diversity in genetic, environmental, and behavioral factors that can affect study measurements
and increase variability in human studies.

Box 2. Statistical Considerations for Basic Scientists
This list highlights areas where the needs of basic scientists may differ from material that
is typically taught in introductory statistics courses.
1. Considerations for small sample size data�

a. Describing data: When are datasets too small for summary statistics, and what
alternate methods should be used?

b. Probability and distributions: When are tests for a normal distribution too under-
powered to be useful?

c. Statistical analysis: Alternative strategies for small sample size studies.

2. Strategies for identifying outliers and spurious data; understanding the consequences
of deleting outliers that are not spurious data

3. Clustered Data

a. Understand clustered designs

b. Simple analysis strategies and their limitations

c. Know when more sophisticated analyses are required and how to consult a
statistician

4. Selecting statistical software that promotes reproducible research

5. Presenting data in scientific presentations and publications

a. When to use figures versus tables

b. Selecting the right figure for the type of outcome variable (categorical, continuous,
etc.), sample size, and study design

c. Choosing figures that show the distribution of continuous data instead of bar
graphs

6. Critical evaluation of the literature: Students should be able to identify common prob-
lems with the way that data are presented and analyzed in published papers in their
field and discuss solutions with colleagues and reviewers.

7. Know when and how to consult a statistician

8. Additional considerations: Bootstrapping and permutation tests, Bayesian statistics

� Note to statisticians: In basic biomedical science, a small sample size refers to groups
consisting of fewer than 10. . .not fewer than 100 or 1,000. Sample sizes of 3 to 6 indepen-
dent observations per group are very common [4].
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Training for researchers working in fields where small sample sizes are common should
focus on experimental design and statistical analysis considerations for small datasets. Stu-
dents should learn that it is always better to show the actual data points instead of nonrepre-
sentative summary statistics. While some types of studies are heavily dependent upon
statistical analysis, other types of studies may not require statistical tests [10,19]. Investiga-
tors need to know how to distinguish between these two scenarios and learn how to present
and interpret data in cases where statistical tests are not required. Alternative techniques,
such as effect size indices with 95% confidence intervals, may be particularly valuable for
small datasets [8].

In cases where power calculations and statistical analysis are needed, students should
learn that sample size is one determinant of statistical power, along with effect size and vari-
ability. Power calculations often focus on avoiding false negative findings [8]. Students
should understand that underpowered studies produce unreliable p-values and appreciate
the risk and consequences of obtaining a false positive finding [8]. Underpowered studies
are one factor that contributes to irreproducibility. Students should be able to determine
whether it is feasible to conduct an adequately powered study to answer their research ques-
tion. This may include performing their own power calculations, consulting with a biostatis-
tician, and determining whether changes in the study design or outcome measurements
would improve power. Students should learn how to select a new research question if an
adequately powered study is not feasible. The analysis section of the course should focus on
techniques for presenting and analyzing small sample size data (Box 2). Students should also
understand why techniques that are commonly used for large datasets may not be appropri-
ate for small datasets.

Strategies for Handling Attrition and Outliers
Basic scientists should have training in best practices for reporting attrition, identifying outliers
or spurious data points, and analyzing datasets with these features. A recent meta-analysis
highlighted the problems with reporting of attrition in preclinical animal studies of cancer and
stroke [16]. The authors could not determine whether animals were excluded or did not com-
plete the experiment in 64.2% of stroke studies and 72.9% of cancer studies. Among studies
with clear evidence of attrition (the sample sizes in the methods and results section did not
match), most authors did not explain the reasons for attrition.

Basic scientists often work with small samples [4,15,16], making it difficult to determine the
data distribution and identify outliers. Simulation studies indicate that biased exclusion of a
few animals can dramatically inflate the estimated treatment effect [16]. The potential for effect
size inflation was particularly strong for small sample size studies, which are common in pre-
clinical research, or when the authors excluded outliers that worked against the hypothesized
treatment effect. Scientists working in fields with slightly larger sample sizes may benefit from
learning resampling methods, such as bootstrapping methods and permutation tests. Resam-
pling methods can be particularly relevant in experimental studies, because they do not assume
a particular type of sampling distribution but estimate the sampling distribution empirically
from the observed data.

The Declaration of Dependence: Reporting Clustered Data
Knowing whether the data are independent is a critical consideration when selecting statistical
tests. Techniques such as t tests, Wilcoxon rank-sum tests, and ANOVA, rely on the assump-
tion of independence. Data are independent when the investigators perform one measurement
in each subject or specimen, and the subjects or specimens are not related to each other. In con-
trast, techniques such as paired t tests, Wilcoxon signed-rank tests, and repeated measures
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ANOVA, assume that the data are not independent. In this design, the investigators repeat
measurements on the same subject or specimen under more than one condition or time point.
Repeated measures data are not independent and therefore require different analysis
techniques.

Introductory statistics courses for basic scientists teach students to analyze independent
data and often teach simple techniques for analyzing repeated measures data. Few introductory
statistics courses teach students about clustered designs. Only one measurement is performed
on each subject or specimen in clustered studies [20]; however, the data form nonindependent
clusters, because some of the subjects or specimens are related to each other. Experiments with
clusters of related subjects or specimen are common in physiology and many other basic sci-
ences. Problems with the analysis and presentation of clustered data have been reported in neu-
roscience [3], toxicology [21], wound healing studies [22], psychology [23], and ecology [24].
In vitro laboratory studies, for example, typically include three independent experiments with
two or three replicates per experiment. Replicates within an experiment should be more similar
to each other than to values obtained during an independent experiment, as replicates are run
on the same day, with the same reagents, using identical or nearly identical processing times
and conditions. Clustered designs are also used in animal studies. If an investigator studies 30
neurons obtained from three different animals, then all neurons obtained from the same ani-
mal form a cluster of nonindependent data. If an investigator examines 25 newborn mice from
four different litters, then data obtained from mice in the same litter are clustered.

Clustered designs are rarely included in introductory statistics courses, as procedures for
analyzing clustered data can be quite complex. Many basic biomedical scientists do not recog-
nize that these designs include nonindependent data [3]. This leads to confusion in the published
literature. Some authors do not specify how clustered data were analyzed, whereas others analyze
the data as though all points were independent. We strongly recommend that statistics instruc-
tors discuss clustered designs in courses for students working in fields where clustered data are
common. Students should be able to recognize clustered designs, discuss the statistical implica-
tions of working with clustered data, and know when to consult a statistician. Understanding the
statistical complexities associated with clustered designs may encourage students to avoid these
designs in situations where simpler independent study designs are feasible.

To Code or Not to Code. . .That Is the Question
While statisticians prefer statistical programs that require coding, most introductory statistics
courses for basic scientists teach students to use programs that have a user-friendly interface.
These programs make statistics less intimidating by allowing students to quickly learn how to
perform basic statistical tests. Basic biomedical scientists often feel that programs that require
coding are too complex and that the extra features that these programs offer are unnecessary
for the simple analyses that are common in basic science (i.e., t tests, ANOVA).

Statistics programs with a user-friendly interface will likely continue to be a centerpiece of
statistics education for basic biomedical scientists. However, there are several important con-
siderations that should be taken into account when selecting statistical software for introduc-
tory statistics courses.

1. The ability to reuse code enhances reproducibility and saves time: Analyses run in coding-
based programs are more reproducible. Researchers can save the code for each analysis,
which can easily be rerun and checked by others. Reproducibility is more difficult to check
in programs that have a user interface, as the results depend on the series of options selected
by the user. A small change in any of these options can alter the results of the analysis.
Investigators who consistently perform certain types of analysis can reuse code that they
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have previously written for similar analyses. This saves time, which can offset the additional
time required when learning to use a coding-based program.

2. Cost and accessibility: Most universities and research centers purchase an institutional license
for a particular statistics program with a user interface, then build their courses around that
program. Trainees and junior investigators may move several times during the course of their
careers. Statistics programs vary among institutions; therefore, young investigators often need
to choose between purchasing an expensive individual license or learning to use a new statis-
tics program each time that they move. There are several code-based software packages, in
contrast, that are available to everyone free of charge. Researchers trained in these programs
can continue to use their existing skills and develop new ones regardless of where they move.

3. Ability to run more complex analyses: Multidisciplinary research training is becoming increas-
ingly common, and young investigators may transition among different fields or specialties early
in their careers. Coding-based programs allow for more complex analyses. Researchers who are
trained to use these programs will have a better foundation for expanding their skills should they
move to a different discipline or work with datasets that require more advanced statistics.

4. Promoting knowledge retention: Programs that have a user interface often make decisions
about what test to use based on the characteristics of the data. Investigators who use these pro-
grams may have less knowledge of the specific tests that are being performed or how they are
implemented in the statistical software package. Coding-based programs require the user to
know what test is needed. This may promote better retention of statistical knowledge.

Many basic biomedical scientists remain strongly opposed to software packages that require
coding; however, several PhD programs in our sample offered required or elective statistics
courses that were teaching students to use R, a code-based free-of-charge statistical program.
Scientists who are trained to use R have access to an extensive library of packages designed for
more complex analyses (available from http://cran.us.r-project.org/). These packages are avail-
able gratis and continue to evolve to meet the growing needs of R users. Other software pro-
grams may not offer these types of specialized analysis packages or may require the user to
purchase modules for advanced statistical techniques separately.

Data Presentation: Pretty Is Not Necessarily Perfect
Statistical education should include training in all stages of research, including sessions on
designing tables and figures for publications. These are less common and, when offered, some-
times focus on making figures that are visually appealing. A visually appealing figure is of little
value if it is not suitable for the type of data being presented.

Our systematic review of physiology studies discusses data presentation in more detail [4].
Students should learn how to decide which data to present in tables versus figures and how to
select the appropriate type of figure for their data, based on the type of variable (continuous
versus categorical), the study design, and the sample size. Information on how to design visu-
ally effective tables and figures can be added once students have learned these fundamentals.
Students who do not receive training in data presentation are likely to consult colleagues or
refer to published papers when they need to create figures, which may lead them to adopt stan-
dard practices for the field. This is a problem, as our recently published systematic review dem-
onstrates that we urgently need to change the way that we present data in small sample size
studies [4]. Data presentation training is essential to improve the quality of data presentation
in the scientific literature.
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Critical Evaluation of the Literature
Statistics courses should include a “synthesis”module, where students discuss and critique data
presentation and analysis practices for papers published in their respective fields. This module
should include experiences with critical evaluation of individual papers, as well as a review of
metaresearch articles that examine strengths and weaknesses of data presentation and analysis
in related fields of research. Students should understand standard practices for their fields, be
able to explain the problems with these practices, discuss the advantages and disadvantages of
potential solutions, and select the solution that best fits a particular dataset. The benefits of sta-
tistics training may be lost if students are not trained to address common problems with stan-
dard data presentation and analysis practices in their field of research.

Knowing When and How to Consult a Statistician
While this paper focuses on biostatistics training for basic scientists, we strongly support initia-
tives to build collaborations between basic scientists and biostatisticians. An effective statistics
course not only teaches students what they have learned; it should also teach students what
they have not learned. Basic scientists should be able to identify common situations in which
statistical tests are not appropriate and know when the study team lacks the expertise to per-
form more complex analyses that may be required. They should be prepared to consult with a
statistician to determine whether a different study design can be used, and plan for any statisti-
cal resources that will be needed. Basic scientists should be aware of institutional resources that
provide statistical support, understand the complementary roles of basic scientists and statisti-
cians, and learn how to develop and maintain an effective collaboration with a statistician dur-
ing all stages of the research process.

Recommendation 3: Develop Tools and Strategies to Promote
Education and Dissemination of Statistical Knowledge

Establishing the Importance of Statistics in the Student’s Field of Study
Students and professors sometimes feel that statistics courses are less valuable than core courses
in the student’s chosen field. Although statistics is an essential skill, medical students reported
neutral perceptions about the value of biostatistics and their interest in statistics [25]. The percep-
tion that statistics is intimidating, or that statistics courses are not relevant to the student’s field
of study can interfere with student efforts to learn the statistical concepts and skills that they will
need to conduct sound research. Several strategies discussed in this article may help to mitigate
this problem. Courses centered around field-specific study designs, datasets, and exercises implic-
itly show students how statistical knowledge is critical to their research careers. General courses
in which topics and materials do not align with research conducted in the students’ field of study
may inadvertently suggest that statistics are less relevant and less important. Critiquing the litera-
ture will help students to appreciate the importance of statistics in conducting reproducible
research in their chosen fields. Finally, we suggest that mentors meet with mentees to discuss the
role of biostatistics in the mentee’s field of study and to emphasize the ways in which understand-
ing biostatistics skills and concepts is crucial to success.

Customizing Statistics Education with Limited Resources
Tailoring courses to the needs of students in different fields of study is labor intensive and
may not be feasible at institutions with a limited number of statistics instructors. Integrating
customized online modules into general statistics courses may be one potential solution to
this problem. Neuroscientists, for example, might complete a module on clustered data,
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whereas geneticists might complete a module on quality control. This approach would allow
trainees to learn field-specific concepts and skills, without requiring a separate statistics
course for each department. A comprehensive meta-analysis recently reported that well-
organized online classrooms were as effective and of comparable quality to traditional class-
rooms [26]. Furthermore, there was a modest improvement in learning in courses that com-
bined online learning with face-to-face instruction, when compared to face-to-face
instruction alone [26]. One of the authors (NMM) has successfully used this combined
approach to teach medical statistics [27].

A second option would be for professional societies to facilitate customized statistics educa-
tion by defining core competencies and creating educational materials. This might include
field-specific sample datasets and exercises, as well as online modules for topics that are not
routinely included in general statistics courses. These materials could be integrated into exist-
ing courses or viewed independently by established investigators seeking additional training on
particular topics. The National Institutes of Health Rigor and Reproducibility Training Mod-
ules provide an example of this “open access” approach to providing educational materials
(http://1.usa.gov/1OmBIWZ). Field-specific materials may also be a useful strategy for increas-
ing trainees’ interest in statistics.

Do One, Teach One: Improving Statistical Knowledge in the Scientific
Community (Dissemination)
We propose that statistics courses should prepare students to disseminate their knowledge to oth-
ers in their field. Formal statistics education typically targets trainees and junior investigators.
Senior investigators play a much more prominent role in shaping the literature; however, most do
not have time to take courses. Offering online lectures for continuing professional development
would allow investigators at all levels to augment their knowledge of current topics in statistics
and data presentation. A “grass-roots” approach to statistics education is also needed, as many
trainees and junior scientists will need to convince peers, colleagues, and reviewers if they want to
improve the quality of data presentation and statistical analysis in published papers. In addition to
completing the “synthesis”module that was described previously, students should also know key
references that describe problems with the standard practices in their field and outline solutions.
References that focus on the practical implications of statistical techniques and are accessible to
readers with little or no statistics background may be most valuable in encouraging basic scientists
to re-evaluate their approach to data presentation, statistical analysis, and statistics education.

Conclusions
Although understanding statistical concepts and skills is essential for basic science research,
biostatistics training is not always required to complete a PhD. Our recommendations for
improving statistics training for basic biomedical scientists include: 1. Encouraging depart-
ments to require statistics training, 2.Tailoring coursework to the student’s field of research,
and 3. Developing tools and strategies to promote education and dissemination of statistical
knowledge. Faculty members of basic science departments should work with statistics instruc-
tors to design coursework that focuses on the study designs, types of outcomes, and sample
sizes that are common in the students’ field. Finally, students should learn to critically evaluate
data presentation and statistical analysis in the published literature.

Supporting Information
S1 Fig. Flow chart for systematic review of physiology studies.
(TIF)
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S2 Fig. Flow chart for study of statistical education practices in PhD programs.
(TIF)

S1 Text. Supplemental methods and results for the data presented in Box 1 and Fig 1.
(DOCX)

References
1. Strasak AM, Zaman Q, Marinell G, Pfeiffer KP, Ulmer H. The use of statistics in medical research: A

comparison of the New England Journal of Medicine and Nature Medicine. The American Statistician.
2007; 61: 47–55.

2. Baker D, Lidster K, Sottomayor A, Amor S. Two years later: journals are not yet enforcing the ARRIVE
guidelines on reporting standards for pre-clinical animal studies. PLoS Biol. 2014; 12: e1001756. doi:
10.1371/journal.pbio.1001756 PMID: 24409096

3. Lazic SE. The problem of pseudoreplication in neuroscientific studies: is it affecting your analysis?
BMC Neurosci. 2010; 11: 5. doi: 10.1186/1471-2202-11-5 PMID: 20074371

4. Weissgerber T, Milic N, Winham S, Garovic VD. Beyond Bar Graphs: Time for a New Data Presentation
Paradigm. PLoS Biol. 2015; 13: e1002128. doi: 10.1371/journal.pbio.1002128 PMID: 25901488

5. Garcia-Berthou E, Alcaraz C. Incongruence between test statistics and P values in medical papers.
BMCmedical research methodology. 2004; 4: 13. PMID: 15169550

6. NuijtenMB, Hartgerink CH, van AssenMA, EpskampS,Wicherts JM. The prevalence of statistical reporting
errors in psychology (1985–2013). Behavior researchmethods. 2015; doi: 10.3758/s13428-015-0664-2

7. Head ML, Holman L, Lanfear R, Kahn AT, Jennions MD. The extent and consequences of p-hacking in
science. PLoS Biol. 2015; 13: e1002106. doi: 10.1371/journal.pbio.1002106 PMID: 25768323

8. Halsey LG, Curran-Everett D, Vowler SL, Drummond GB. The fickle P value generates irreproducible
results. Nature methods. 2015; 12: 179–185. doi: 10.1038/nmeth.3288 PMID: 25719825

9. Ioannidis JP. Why most published research findings are false. PLoS Med. 2005; 2: e124. PMID:
16060722

10. Vaux DL. Research methods: Know when your numbers are significant. Nature. 2012; 492: 180–181.
doi: 10.1038/492180a PMID: 23235861

11. Reproducing our irreproducibility. Nature. 2013; 496: 398.

12. Collins FS, Tabak LA. Policy: NIH plans to enhance reproducibility. Nature. 2014; 505: 612–613. PMID:
24482835

13. Take the long view. Nat Med. 2016; 22: 1. doi: 10.1038/nm.4033 PMID: 26735395

14. Oster RA, Lindsell CJ, Welty LJ, Mazumdar M, Thurston SW, Rahbar MH, et al. Assessing Statistical
Competencies in Clinical and Translational Science Education: One Size Does Not Fit All. Clinical and
translational science. 2014; 8: 32–42. doi: 10.1111/cts.12204 PMID: 25212569

15. Button KS, Ioannidis JP, Mokrysz C, Nosek BA, Flint J, Robinson ES, et al. Power failure: why small
sample size undermines the reliability of neuroscience. Nature reviews Neuroscience. 2013; 14: 365–
376. doi: 10.1038/nrn3475 PMID: 23571845

16. Holman C, Piper SK, Grittner U, Diamantaras AA, Kimmelman J, Siegerink B, et al. Where Have All the
Rodents Gone? The Effects of Attrition in Experimental Research on Cancer and Stroke. PLoS Biol.
2016; 14: e1002331. doi: 10.1371/journal.pbio.1002331 PMID: 26726833

17. Charan J, Kantharia ND. How to calculate sample size in animal studies? Journal of pharmacology &
pharmacotherapeutics. 2013; 4: 303–306.

18. Council for the International Organization of Medical Sciences, The International Council for Laboratory
and Animal Sciences (2012) International Guiding Principles for Biomedical Research Involving Ani-
mals. http://grants.nih.gov/grants/olaw/Guiding_Principles_2012.pdf

19. Fosang AJ, Colbran RJ. Transparency Is the Key to Quality. The Journal of biological chemistry. 2015;
290: 29692–29694. doi: 10.1074/jbc.E115.000002 PMID: 26657753

20. Galbraith S, Daniel JA, Vissel B. A study of clustered data and approaches to its analysis. J Neurosci.
2010; 30: 10601–10608. doi: 10.1523/JNEUROSCI.0362-10.2010 PMID: 20702692

21. Pallmann P, Hothorn LA. Boxplots for grouped and clustered data in toxicology. Archives of Toxicology.
2015; doi: 10.1007/s00204-015-1608-4

22. HaagWG, Abril-Horpel O, Becquerelle SD, Mertz PM, Davis SC. Statistical approach for avoiding
pseudoreplication and increasing power in wound-healing studies. Wound Repair Regen. 2011; 19:
442–448. doi: 10.1111/j.1524-475X.2011.00693.x PMID: 21539651

PLOS Biology | DOI:10.1371/journal.pbio.1002430 April 8, 2016 11 / 12

http://journals.plos.org/plosbiology/article/asset?unique&id=info:doi/10.1371/journal.pbio.1002430.s002
http://journals.plos.org/plosbiology/article/asset?unique&id=info:doi/10.1371/journal.pbio.1002430.s003
http://dx.doi.org/10.1371/journal.pbio.1001756
http://www.ncbi.nlm.nih.gov/pubmed/24409096
http://dx.doi.org/10.1186/1471-2202-11-5
http://www.ncbi.nlm.nih.gov/pubmed/20074371
http://dx.doi.org/10.1371/journal.pbio.1002128
http://www.ncbi.nlm.nih.gov/pubmed/25901488
http://www.ncbi.nlm.nih.gov/pubmed/15169550
http://dx.doi.org/10.3758/s13428-015-0664-2
http://dx.doi.org/10.1371/journal.pbio.1002106
http://www.ncbi.nlm.nih.gov/pubmed/25768323
http://dx.doi.org/10.1038/nmeth.3288
http://www.ncbi.nlm.nih.gov/pubmed/25719825
http://www.ncbi.nlm.nih.gov/pubmed/16060722
http://dx.doi.org/10.1038/492180a
http://www.ncbi.nlm.nih.gov/pubmed/23235861
http://www.ncbi.nlm.nih.gov/pubmed/24482835
http://dx.doi.org/10.1038/nm.4033
http://www.ncbi.nlm.nih.gov/pubmed/26735395
http://dx.doi.org/10.1111/cts.12204
http://www.ncbi.nlm.nih.gov/pubmed/25212569
http://dx.doi.org/10.1038/nrn3475
http://www.ncbi.nlm.nih.gov/pubmed/23571845
http://dx.doi.org/10.1371/journal.pbio.1002331
http://www.ncbi.nlm.nih.gov/pubmed/26726833
http://grants.nih.gov/grants/olaw/Guiding_Principles_2012.pdf
http://dx.doi.org/10.1074/jbc.E115.000002
http://www.ncbi.nlm.nih.gov/pubmed/26657753
http://dx.doi.org/10.1523/JNEUROSCI.0362-10.2010
http://www.ncbi.nlm.nih.gov/pubmed/20702692
http://dx.doi.org/10.1007/s00204-015-1608-4
http://dx.doi.org/10.1111/j.1524-475X.2011.00693.x
http://www.ncbi.nlm.nih.gov/pubmed/21539651


23. Freeberg TM, Lucas JR. Pseudoreplication is (still) a problem. J Comp Psychol. 2009; 123: 450–451.
doi: 10.1037/a0017031 PMID: 19929114

24. Hurlbert SH. Pseudoreplication and the design of ecological field experiments. Ecological Monographs.
1984; 54: 187–211.

25. Stanisavljevic D, Trajkovic G, Marinkovic J, Bukumiric Z, Cirkovic A, Milic N. Assessing attitudes
towards statistics among medical students: psychometric properties of the Serbian version of the Sur-
vey of Attitudes Towards Statistics (SATS). PLoS ONE. 2014; 9: e112567. doi: 10.1371/journal.pone.
0112567 PMID: 25405489

26. Means B, Toyama Y, Murphy R, Baki M. The effectiveness of online and blended learning: A meta-anal-
ysis of the empirical literature. Teachers College Record. 2013; 115: 030303.

27. Milic N, Trajkovic G, Bukumiric Z, Cirkovic A, Nikolic I, Milin-Lazovic J, et al. Improving education in
medical statistics: implementing a blended learning model in the existing curriculum. PLOS ONE. 2016;
11: e0148882. doi: 10.1371/journal.pone.0148882 PMID: 26859832

PLOS Biology | DOI:10.1371/journal.pbio.1002430 April 8, 2016 12 / 12

http://dx.doi.org/10.1037/a0017031
http://www.ncbi.nlm.nih.gov/pubmed/19929114
http://dx.doi.org/10.1371/journal.pone.0112567
http://dx.doi.org/10.1371/journal.pone.0112567
http://www.ncbi.nlm.nih.gov/pubmed/25405489
http://dx.doi.org/10.1371/journal.pone.0148882
http://www.ncbi.nlm.nih.gov/pubmed/26859832

